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ABSTRACT

We recommend that a ground-based automated telescope of the 2-meter
class be built for remote multiuser use as a natural facility. Experience
dictates that a primary consideration is a time shared multitasking opera-
ting system with virtual memory overlayed with a real time priority interrupt.
The primary user facility is a remote terminial networked to the single computer.
Many users must have simultancous time shared access to the computer for
program development. The telescope should be rapid slewing, and hence a
light weight construction., Automation allows for the closed loop pointing

error correction independent of extreme accuracy of the mount.



Before the advent of time shared computer opecating systems accessed
through CRT terminals, we were all used to submitting jobs as a card deck in
the "batch'" mode. Before that, only the engiaieer or operator had "hands on"
control of the computer. It would seem that optical astronomy is just
emerging from hands-on to batch mode, yet we will shortly operate an optical
telescope in space in the remote time shared mode without yet having one
ground based optical telescope operating in the same mode.

The criteria for a ground based automated telescope operating in the time
shared mode are the following:

1. The telescope must be a National Facility with a major fraction of ils
time allocated by the standard procedure of porposai and review.

2. The optical data must be available to any observer transmitted by a
national digital telccommunications network, e.g., Telenet.

3. The basic functions of Lhe telescope must be under the observing program
control through the primary computer.

The implementation of such a system is similar to our objective of a
program for an automated scarch for supernovae. In the course of this work we
have arrived at several corvictions that may be useful to others.

First and foremost is the recognition that the software eftort will be
many times greater (T < 10) than the hardwire effort.  (For example, the Space
Shuttle i recognized as a hardware intensive ™1oject, yet the original
coptracts for its development incladed * 10 the cost in software as in hard-
ware.) A digital telescope should be no exception and indeed we have fonnd
that software it overwheimingly the mejor effort. Ax a corsequence, the
operating system, computer, interface and telescope hardware should all bhe

designed with this perceptiou in mind,



If you have one task that is ten times larger than all others, it stands
to reason that it is wise to have more than one person work on the problem
simultaneously. This is why the operating system must be a multiuser virtual
memory time shared system. Multiuser includes not only multiprogram access,
but also multitasking where a separate task (like a user) is assigned to each
of several telescope functions; e.g., telescope slewing, the digitsl cameras
CCD or SIT star field pattern recognitiun, spectra, guiding, frame '"taking',
reduction and celibration, catalogue access and maintenance of stars,
galaxies, quasars, and nebu.ae . A multitasking operating system allows all
of these functions to be taking place concurrently provided a real time
interrupt of the operating system can take place. Most multiuser operating
systems assign a sequential time slice to each user. A telescope must be able
to command attention with a priority abnve other tasks.

In addition there must be:

1. User observation program test, development and ascheduling.

2. User data format and presentation.
3. User intervention.
4. Interlocks, rtelescope safety, and fault diagnosis.

A multivser environment allows any task to talk to another task by
passing parameters much like the function "mail" where any user passes
messages tc other users.

Many may ank why not use a scparate microcomputer for each task? One
then has the problem of networking all these computers - which can be done but
it is presently much more difficult - again because the software effort

it much greater than the hardware effort. It is much more efficient to time
share one CPU that "knows" where everything (everyone) is located and whoere

the operating system i a development for thousands of installations,



We have been modifying a Prime 300 (a 16~bit minicomputer with 128K core
and 70 Mbyte disc) multiuser time sharing system to handle priority interrupts

so that we can perform multitasking in a real .ime environment.

Computer System for Autumated Control

Although adequate control of ar automated telescope is a demanding job
for both hardware and software, creating the software has proven to be the
most difficult task (in terms of time and effort) for the Digitized Astronomy
telescope. The size of the current software effort (on the order to 50,000
lines of FORTRAN source code) and the complexity of the tash dictated most of
the decisions when a minicomputer was chosen to replace the IBM 360/44 which
formerly controlled the telescope.

The software system on the 360/44 vas constructed as a series of overlays
wvhich were called into memory from disk storage as needed, replacing the
former phase which had been executing. Data was passed from one phase overlay
to another through FORTRAN named common areas which remained in memory between
phases. Some phases had grown in size to as much as 200K bytes although most
were about 120K bytes long. Much effort has been expended in creating and
maintaining these overlays due tn their conceptual complexity and o the means
of passing the data. When daty is passed in common, many phases have access
to the data and tracing an error back through multiple branching data paths
(and through data with difterent aliases in difterent phases) becomes incred-
ibly complex.

At tirxst sight, transferring this system to a minicomputer looked very

bleak since most minlcomputers have a limited address space of only 04K bytes,



To fit Digitized Astronomy overlays into this would require not only halving
the phases, but usually quartering the common areas that still had to be
resident in all phases. Indeed, in one phase in which the picture of 16K
bytes (1 pixel/byte) was subtrated from a stored picture (also 16K butes) to
produce a differenced picture (1 pixel/integer = 32K bytes) the whole address
space might be used by the data alone!

Research into the current state of minicomputers soon revealed that we
were not alone in this problem and that some manufacturers have gone to great
efforts to solve it.

Two methods are perhaps well exemplified by Prime Ccaputer machines and
Interdata machines. The Interdata line of minicomputers evolved from 16
bit-machines with a limited address space to 32-bit machines with the ability
to address a megabyte (: MB) of main memory. Thus, if you have bigger programs
you can buy more memory tu :un them in. The prime machines on the other hand,
use virtual (paged) memory. Since most pro —-ams exhibit a high degree of
linearity and localization it is practical Lo map a virtual address space to
disk storage and page in only those sections of tne program which are needed
to execute the program ot the current time. The ever increasing number oi
machines which use this vechnique testify to its utility and efficiency.

Neither of these machines (in their minimal configurations) were capable
of supporting the Digitized Astronomy software without biealking it into over-
lays. We were also looking for time sharing capabilities, since the produc-
tivity of programmers, earh with their own terminal is greatly increased over
the complicated keypunching and updating of tiles to which we were accustomed,
This concept of time sharing, or multitasking provided the ~lue for the next
transformatting of the Digitized Astronomy system.  The phase overlays which

were so difficult to maintain were, in fact, seperate tagks (since this was



generally the most obvious way of breaking long programs into smaller ones.)
As separate tasks, perhaps they could be run in a multitasking environment.
Indeed, as this concept has been further expanded upon it has become apparent
that muck code was originally written to handle the synchronization between
phases (tasks) that could be thrown away if this overhead is instead left to a
multitasking operating system. There are many ways of handling multitasking.
Consider, for example, four phases each 128K bytes long which have been con-
verted to tasks (with appropriate intertask communications) running in an
Interdata 7/32 with 255K bytes memory and in a Prime 300 with 128K bytes
memory (actual machines proposed by vendoirs.) The multitasking on tne
Interdata will roll-in/roll-out tasks as space is needed to execute the
current task, so if the tasks are executed sequentially after the second task
has received it time slice every other time slice will require rolling out a
task in memory and rolling in a new one from disk--256K bytes transfer per
time slice! In a paged memory, however, the working set, i.e., necessary
pages, for each task will reside in memory simultaneously (in practice, the
working sct {or most programs on the Prime 300 secms Lo be about 10K-16K
bytes). Then if a reference is made to a page not in memory, it will replace
one in memory - a trans{er of 2K bytes. Note this does not mean a page is
swapped in and out for every instruction and in fact only a few or no swaps
will be expected in any given time slice. A program which caused a swap with
cveiy instruction would surely be heyond romprehension of mere mortals.

Once we had decided that a virtual memory, multitasking system was by tar
the most appropriate tor Digitized Astronomy some other interesting problems
arose. The telescope is primarily a real-time device. Tasks on the other,
operate in their own time, they exist only a8 lung as they oare being executed

by the CPU.  If we were to use programmed 1/0 as expected for the many 16-hit



data transfers, a task might query the telescope for some information but not
be executing when the information returned! The solution, is to use Direct
Memory Access along with drivers embedded in the operating system. The data
buffers remain in the user address space and are lccked into memory while the
data transfer is taking place The CPU microcode is always ready to pause,
even in the middle of an instruction to process data arriving via Direct
Memory Access, thus ensuring that the data are never lost. The task reques-
ting input from the telescope is put to '"sleep," that is, it receives no
further time slices until the data transfer has been completed.

Although it may appear inefficient at first, the overhead involved in
using DMA instead ot programmed 1/0 for small transfers is not too great and
for large transfers is much more efficient. In addition, using the same
method of transfer for all data made the design of the interface much simpler
and easier to understand.

Another aspect of multitasking which was considered from the very start
was intertask communication. Data have to be passed from task to task and
there needed to be some means of synchronizing tasks. A common method of
synchronization is to usc semaphores with send and wait operations. For
example, the telescope control task might execute a '"wait on Semaphore A"
instruction when it has finished moving the telescope and then go to sleep.

The data collection task might then execute a "send to scmaphone A"
instruction when it is finished with the telesvope. Other problers might
require actual movement of data between tasks. For these a message transfer
facility furnished by the operating system would be usually used. We have
decided to modify the the Primus operating system to implement the message

classes propoked by Greg Andrews (1976, in which both standard messages are

used and zero-length messages serve as semaphores for synchronization.,  We are



thus still in the processes of establishing Digitized Astronomy on the Prime
300 computer and Primos III operating system, but we believe the major
problems have been solved.

Some additiocnal hardware considerations

The telescope should be relatively fast slewing so that the usual setting
time (say fer multiobject surveys) is small compared to the picture integration
time. Since 10% photometry can be oltained of a 19th m object in £ 10 s with
a 2 meter telescope, slewing should require no more than several seconds.

This requires a light weight mirror, rigid mount, and very fast motor drive.
Our own experience and calculations (Colgate, Moore, and Carlson 1975) say
that one can design a central support, very light weight mirror, baced on the
homology principal of uniform stress (Van Hoerner 1267) that will maintain the
necessary figure accuracy, but that pointing accuracy will be modestly com-
promised. One can either correct for pointing predictively by a complex
distortion program, or "close the loop" as we do by recognizing a star field
(usually an 8th m, bright star; and resetting the coordinites. This procedure
of slew - take a picture, process it for several bright stars, recognize
bright star, calculate pointing error, and finally correct coordinates
requires several seconc¢s and unly nexds to be done after telescope position
changes of > 10 degrees. During supernova search operation, our past
experience showed th:it each nearby field was adequately accurate to a few
seconds of ar- for a 1 degree slew so that ouly a periodic update of the
coordinates wes necessary. We digitally controlled stepping motors to slew
the telescope through a gear drive. The crilerion for speed is the number of
steps per second since the minimum step size should be small (2 % arc/s for
guiding and the maximum slew rate, 1 radian in 10 s, requires 4 Xx ]04 steps/s.

Each digital step of a stepping motor (8 p.-r cycle) can be further divided
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into (8 to 32) substeps by a digital to analog converter (Colgate et al 1970,
Dittmar 1979) Our minimum step size is 1 arc/s so that our full step rate of 2
x 104 steps/s is inherently capable of a stepping rat of ~ 6 X 105 s-l. We

do not use the capability because our optics do not require it, i.e., a slit
width of several arc seconds and a pixel size of 1 arc s. In such a system
where an up down counter follows the stepping motor, one does not need accurate
digital angular encoders. We use 8 simple micro switch (a one bit encoder) on
each axis to initialize the un down counters and then further update the
position on a bright star during initial setup. A relatively modest twelve

bit encoder on each axis would be an advantage to recover from a "lost" con-
dition without having to slew to the "microswitch" position.

Two values of F-number are useful but not necessary. For supernova
searches, wlere nearby galaxies should be searched, the change in F number is
required in view of the limited number of pixels of the digital TV detector.
Similar to slewing, the F number change must be automated for change in
several seconds.

We can focus the telescope remotely, but have not automated this function
under computer control because of lack of need. We used a thermal compensa-
ting element in the mount that works betler than expected and so refocus
normally only several times a year. It would have been less hardware and more
software to have automated the focus fuaction.

We are indebted to many, among whom are Bryan Edwards and Richard Carlson.

This work was partially supported by the NSF Astronomy Section and hy the

Department of Energy.
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QUESTIONS:

Name: Jerry Nelson

Question: Why do you desire the ability to change f ratins very rapidly?
Answer: Replied in text.

Name: Labeyrice

Question: Have you considered long distance links, lix> from here to Hawaii
or Chili?

Answer: Telenet costs about 5¢ per minute to support a terminal anywhere

within the US. 1t should be 2 to 3 times this around the world.

Name: G. Gabor

Question: What do you mean by a time shared telescope? What would be the
turnaround time for different observers?

Answer: Replied in text.

Name: Dave Cudaback

Question: What communication band width is required between telescopes and
remote users?

Answer: It requires roughly 1200 band to support a terminal - 5¢ er minute
Telenet.



